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            Error Correction vs Error Detection
[image: Type of errors
• Only one bit of a given data unit
is changed
• The least likely type of error in
serial transmission
• Si...]
[image: Redundancy
• Error detection uses the concept of redundancy, which means
adding extra (redundant) bits for detecting error...]
[image: Error control
• Detection VS Correction
 Detection: error ? yes or no
 Correction: Need to know the exact number of bits...]
[image: Block Coding
• Divide the message into blocks, each of k bits, called datawords.
• Add r redundant bits to each block to m...]
[image: Error Detection
1. The receiver receives 011 which is a
valid codeword. The receiver extracts
the dataword 01 from it.
2. ...]
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Error correction block diagram
 ]


Parity Schemes :  A parity bit is an error detection mechanism . A parity bit is an extra bit transmitted with a data item, chose to give the resulting bit seven or odd parity. Parity refers to the number of bits set to 1 in the data item. 
There are 2 types of parity

· Even parity – an even number of bits are 1 Even parity – data: 10010001, parity bit

· Odd parity – an odd number of bits are 1 Odd parity – data: 10010111, parity bit 0

Error detection codes − are used to detect the errorss present in the received data bitstreambitstream. These codes contain some bitss, which are included appendedappended to the original bit stream. These codes detect the error, if it is occurred during transmission of the original data bitstreambitstream. Example − Parity code, Hamming code.
Error correction codes − are used to correct the errorss present in the received data bitstreambitstream so that, we will get the original data. Error correction codes also use the similar strategy of error detection codes.Example − Hamming code.
Therefore, to detect and correct the errors, additional bitss are appended to the data bits at the time of transmission.
Parity Code
It is easy to include appendappend one parity bit either to the left of MSB or to the right of LSB of original bit stream. There are two types of parity codes, namely even parity code and odd parity code based on the type of parity being chosen.
Even Parity Code
The value of even parity bit should be zero, if even number of ones present in the binary code. Otherwise, it should be one. So that, even number of ones present in even parity code. Even parity code contains the data bits and even parity bit.
The following table shows the even parity codes corresponding to each 3-bit binary code. Here, the even parity bit is included to the right of LSB of binary code.

	Binary Code
	Even Parity bit
	Even Parity Code

	000
	0
	0000

	001
	1
	0011

	010
	1
	0101

	011
	0
	0110

	100
	1
	1001

	101
	0
	1010

	110
	0
	1100

	111
	1
	1111



Odd Parity Code
The value of odd parity bit should be zero, if odd number of ones present in the binary code. Otherwise, it should be one. So that, odd number of ones present in odd parity code. Odd parity code contains the data bits and odd parity bit.
The following table shows the odd parity codes corresponding to each 3-bit binary code. Here, the odd parity bit is included to the right of LSB of binary code.
	Binary Code
	Odd Parity bit
	Odd Parity Code

	000
	1
	0001

	001
	0
	0010

	010
	0
	0100

	011
	1
	0111

	100
	0
	1000

	101
	1
	1011

	110
	1
	1101

	111
	0
	1110
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Error Detection

1. The receiver receives 011 which is a
valid codeword. The receiver extracts
the dataword 01 from it.

2. The codeword is corrupted during
transmission, and 111 is received.
This is not a valid codeword and is
discarded.

3. The codeword is corrupted during
transmission, and 000 is received.
This is a valid codeword. The receiver
incorrectly extracts the dataword 00.
Two corrupted bits have made the
error undetectable.

Dataworls Codewonds

or o

0 0

n [

Error Correction

The sender creates the codeword
01011. The codeword is corrupted
during transmission, and 01001 is.
received. receiver finds an error has
occurred , assuming that there is only.
1 bit corrupted .

Comparing the received codeword
with the 1% codeword in the table
(01001 versus 00000), the receiver
decides that the 1st codeword is not
the one that was sent because there
are 2 different bits. (the same for 3rd
or 4th one in the table)

The original codeword must be the
2nd one in the table because this is
the only one that differs from the
received codeword by 1 bit.
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Error detection block diagram
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Single-Bit Error

«  Only one bit of a given data unit
is changed

«  The least likely type of error in
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Burst Error
Two or more bits in the data
unit have changed

«  Burst error does not necessarily

mean that the errors occur in

consecutive bits

Most likely to happen in a serial

transmission

*  Number of bits affected
depends on the data rate and
duration of noise
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Redundancy

* Error detection uses the concept of redundancy, which means
adding extra (redundant) bits for detecting errors at the
destination

* These redundant bits are added by the sender and removed

by the receiver
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Error control

Detection VS Correction
> Detection: error ? yes or no
> Correction: Need to know the exact number of bits that are corrupted,
and their location in the message
Forward Error Correction VS Retransmission( backward error correction)
Forward error correction is the process in which the receiver tries to
guess the message by using redundant bits

if the number of errors is small. Correction by retransmission is a
technique in which the receiver detects the occurrence of an error and
asks the sender to resend the message. Resending is repeated until a
message arrives that the receiver believes is error-free

In modulo-N arithmetic, we use only the integers in the range
0 to N-1, inclusive.
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Block Coding

Divide the message into blocks, each of  bits, called datawords.
Add r redundant bits to each block to make the length n = k + r. The
resulting n-bit blocks are called codewords

21 - 2% codewords that are not used. We call these codewords invalid or
illegal

we need more redundant bits for error correction than for error detection
Example: 4B/58 block coding

=4andn=5.

— 2%= 16 datawords and 2" = 32 codewords.





